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Abstract

We seek to determine the topological complexity of a small patch of turbulence in superfluid
helium away from solid or periodic boundaries. Since superfluids have quantised vorticity
we observe the formation of tangled filamentary structures which evolve over time. With
the aid of the knot invariant known as the Alexander polynomial, we show that at any
time step our tangle consists of mostly unknots and vortex knots of low complexity but
that there always exist some loops of high geometrical and topological complexity. We
then go on to compare the topological complexity with the geometry and dynamics of the
system finding a clear increase in complexity with relation to geometrical properties such
as length and writhe.
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Contributions

Numerical simulations of superfluid turbulence were produced by A.W. Baggaley and M.
Mezgarnezhad. A.W. Baggaley’s code also calculated all geometrical properties such as
length and energy over time. All numerical computations relating to the Alexander poly-
nomial and the writhe were written, developed and tested from scratch by the author. The
3D boxed tangle graphics with shadows were produced by the author building an extension
to previous code also written by M. Mezgarnezhad.
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Chapter 1

Filamentary Structures in Nature

There are many occurrences in nature of tangled or disordered filamentary structures rang-
ing from the geodynamo model of the Earth’s geomagnetic field [1] to nematic liquid crys-
tals found in neurofilaments [2]. It is often of interest to know whether such structures are
in fact knotted and how complicated they are, for example knots in DNA filaments can
provide valuable information on the global arrangement of DNA molecules [3]. DNA finds
it easier to replicate itself when it is less knotted and thus it is useful to know about the
complexity of DNA such that enzymes can be produced which unknot complex strands [4].

Figure 1.1: (a): The geodynamo simulated with the magnetic field lines indicated as blue
and yellow filaments [1]. (b): Nematic liquid crystals in hydrogels of neurofilaments [2].
(c): A three-dimensional closed DNA filament [5].

In this report we are interested in superfluid vortices; superfluid vortices in a patch of
turbulence can be visualised and studied through the vortex filament model. Our aim is to
study the topological complexity of such vortex filaments and to determine whether they
are truly knotted or are in fact trivial unknots (circles) in order to relate the topology to
the dynamics and geometry of the superfluid.

5



6 CHAPTER 1. FILAMENTARY STRUCTURES IN NATURE

Figure 1.2: (a): A tangle of superfluid vortex filaments simulated in [6]. (b): A knotted
vortex filament visualised in water [7].



Chapter 2

Introduction to Knot Theory

Knots are a common phenomena regularly encountered in every day life, whether it be to
tie two strings together, or to untangle your headphones in your pocket. They were ini-
tially discovered in prehistoric fossils and are common place in the physical world, however
knots are also of particular interest in science and nature as mentioned in the previous
section. More relevant to us are the mathematical knots found in closed vortex filaments
within a region of superfluid turbulence, which knot together forming complex tangles. We
are interested in the topology and complexity of such turbulent vortex knots so require
methods and properties found in knot theory which will be introduced in this section.

Vandermonde first formed a mathematical theory of knots in 1771, noting the impor-
tance of their topology which remains a subject of interest today. The study of knots
gained pace in the late 19th century with Gauss, Lord Kelvin and Tait, who produced a
table of standard knots. The topology of knots continued to be a subject of fascination
into the 20th century with the knot group and topological invariants such as Alexander’s
polynomial being discovered. Since then significant developments have been made in the
field, with a variety of applications ranging from biology to applied mathematics. We
will be interested in the knots exhibited in superfluid turbulence and will require multiple
results from knot theory to investigate the topology of individual vortex loops simulated
numerically by the code of A.W. Baggaley.

Definition 1. (Knot) A knot, L, is a 3D, closed curve which does not intersect itself and
can not be simplified without cutting.

We will often be considering complex systems containing many filamentary structures
which will often knot with each other as well as with themselves, we define this composition
of structures as a tangle.

Definition 2. (Tangle) A tangle, T is a union of two or more knots, L, which can not be
separated from each other without cutting.

When considering the topological complexity of our system of turbulent superfluid
vortices we will be focussing on individual loops rather than the full tangle but will be
comparing results between tangles at different time steps and under varying drive strengths.

7



8 CHAPTER 2. INTRODUCTION TO KNOT THEORY

2.1 Projections and Crossings

It is often convenient for us to project knots into a two-dimensional plane in order to
consider where the knot crosses below or above itself. This aids in the calculation of
many properties of knots such as linking, writhing and helicity however many properties
are dependent on the chosen projection. Fortunately numerical experiments in [8] suggest
that many properties only require a small number of projections to determine average
values which is convenient considering the computational power required to calculate such
properties of extremely complex knots.

In order to display knots on paper we must project them into a two-dimensional plane.
The section of the knot passing below another will be indicated by a break in the line.
Additionally, knots can be oriented to include a direction of travel around the curve thus
each crossing can be assigned a numerical representation dependent on the directions of
the under passing and over passing segments of the curve according to Figure 2.1. Such
crossing numbers, εk = ±1, are particularly useful when calculating properties of a knot
or tangle such as the writhing number or linking number as aforementioned.

Figure 2.1: The standard notation of crossing directions

Previously, simply counting the number of crossings, usually averaged over a number of
projections, was considered as a suitable measure of complexity [9]. However this ignores
the possibility of a knot appearing to be more complicated than it actually is. For example
if a simple knot is greatly deformed, then the crossing number may be high even though it
is a relatively simple knot. In order to truly consider the topological complexity we must
find a way of identifying multiple knots as being the same, however this is no easy task.

2.2 Writhe

The writhe is a property of knots which sums numerical values assigned to each apparent
crossing, giving an overall measure of the geometry of the configuration. We project a knot,
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L into a two-dimensional plane and find all of the crossings, labelling the crossing numbers
according to Figure 2.1, we then sum the crossing number over all of the crossings giving the
writhe in a particular projection. Since the writhe varies depending on the two-dimensional
projection chosen, taking multiple projections and averaging gives a good estimate of the
overall writhe. We will average over the three Cartesian projections since computation
over only a small number of projections suffices according to numerical experiments [8].
The writhe of a knot, L is thus:

Wr(L) = 〈
∑
j

εj〉 (2.1)

where 〈...〉 denotes the average over the three Cartesian projections.

2.3 Knot Equivalence and Knot Invariants

We wish to be able to determine whether two knots are in fact different diagrams/projec-
tions of the same knot or whether one can be deformed into the other. More formally, we
wish to know if the two knots are equivalent.

Definition 3. (Equivalence) Two knots, L1 and L2, are equivalent if there exists a home-
omorphism h : R3 → R3 with h(L1) = L2.

Unfortunately it is very difficult to tell whether two knots are in fact equivalent due
to the lack of existence of a unique way of classifying knots and their properties. We can
transform a knot into another knot using the Reidemeister moves which will be explained
in the following subsection and attempt to show that two knots are equivalent this way,
however this would take some time for more complicated knots.

2.3.1 The Reidemeister Moves

The Reidemeister moves are a set of moves discovered by Reidemeister in 1927, which can
be performed to manipulate a knot with the intention of either simplifying it or showing
that it is equivalent to another knot, preserving the overall topology of the knot. The
moves themselves are displayed in Figure 2.2 and involve twisting or untwisting a segment
or moving a segment across another segment or a crossing. We will later use the Reidemeis-
ter moves as a means of testing the accuracy of the numerical computations performed.
Since they preserve the topology we can perform any of the three moves on our simulated
filamentary structures and re-computation of invariant properties should return the same
values.

2.3.2 Knot Polynomials and Invariants

A knot invariant is a property that remains the same between equivalent knots, thus
multiple projections and diagrams of the same knot will give identical values of such in-
variants. We will be particularly interested in knot polynomials which are polynomials
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whose coefficients represent some of the properties of a knot. If two knots have differing
knot polynomials then the two knots are not equivalent, unfortunately the reverse does not
hold. Having the same knot polynomial does not necessarily imply that the two knots are
the same, for example the 51 knot and 10132 knot both share knot polynomials yet they
are not equivalent.

In 1923 Alexander discovered the first knot polynomial in history. He considered a
knot L, assuming that it was made up of a finite series of straight lines between discrete
points (similarly to our data which form vortex loops from straight line segments between
pairs of discretised points) and then proposed that L was topologically equivalent to a
simplification of the knot, L′. He then projected L and L′ into a plane giving Lπ and
L′π respectively before considering crossings between pairs of points, adding extra points
if there were multiple crossings along the same segment between two points. Alexander
then continued to make transformations removing crossings until he had transformed Lπ
into L′π. [10]. A few years later Alexander published the Alexander polynomial which was
dependent on the properties of the knot [11].

Definition 4. (Alexander Polynomial) The Alexander polynomial, 4(τ), is a knot invari-
ant which consists of a polynomial of integer coefficients where the coefficients and order
of the polynomial are related to the properties of the knot.

We will use the Alexander polynomial to analyse the dense tangles of vortices found in a
region of superfluid turbulence and their topology The Alexander polynomial is a typically
favoured topological invariant in other research which can easily be coded thanks to the
simplicity and multitude of algorithms available. Unfortunately, as previously mentioned
the Alexander polynomial cannot completely distinguish all knots, as is the problem with
all other knot invariants as some knots share the same polynomial. For example, the trivial
unknot has Alexander polynomial 4(τ) = 1, as does a knot containing 11 crossings in [12].
Although the Alexander polynomial can distinguish between prime knots such as those
famously produced and tabulated by Tait. Additionally, the Alexander polynomial can
vary by a factor of ±τn where n is the number of apparent crossings, either for different
diagrams of the same knot or depending on the choices made during calculation, thus in
order to easily compare two or more knots we require a ’normal’ form whereby the initial
polynomial calculated is divided through by some power of ±τ such that the lowest order
element is a positive constant [13].
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(a)

(b)

(c)

Figure 2.2: The three Reidemeister moves visualised with three dimensional filaments
including a shadow projected into the xy-plane. The moves are as follows: (a): The
first Reidemeister move which involves twisting or untwisting a loop. (b): The second
Reidemeister move involving sliding a loop across another. (c): The third Reidemeister
move whereby a loop can be moved over or under a crossing.



Chapter 3

Computing the Alexander
Polynomial

There are multiple algorithms which compute the Alexander polynomial however many
algorithms involve splitting the knots and reattaching them in different ways which involves
an element of human choice and is computationally difficult to code, thus we will use an
algorithm defined in [14] which is as follows:

Algorithm 1. (Alexander Polynomial Algorithm)
(1) Project the loop into an arbitrary 2D plane.
(2) Starting from any point, label the segment it lies on x1 and follow the knot.
(3) Each time you pass underneath in a crossing, change the labelling of the line from xi
to xi+1 for i = 1, ..., n where n is the number of crossings.
(4) Repeat until you return to the original starting point with xn+1 = x1.
(5) Then follow the knot again from the start point, when you pass above a crossing, label
that crossing c1.
(6) Repeat as before for c2, c3, ..., cn.
(7) Now for each crossing in order, consider the 4 lines that intersect; labelled xi to xi
above (note that we have not iterated the labelling since this segment passes above in the
crossing) and xj to xj+1 below. Beginning from the line exiting over the crossing and
moving clockwise, assign coefficients (1, τ,−τ,−1) to the relevant xi’s (see Figure 3.1).
(8) Now create the matrix, M , of coefficients where the rows correspond to the crossings ck
and the columns correspond to the coefficients of each xi summing coefficients in the same
entry.
(9) Now delete any 1 column and any 1 row of M forming the matrix M ′ before taking the
determinant giving a polynomial in τ .
(10) Finally multiply or divide by powers of τ as necessary such that the lowest order power
of τ is a positive constant, this is then the Alexander polynomial, 4(τ).

It should be noted that many sources use t as the parameter in the Alexander polyno-
mial, however we will use τ to prevent confusion with t representing time in later Chapters.
We will also later define ν as being the order of the Alexander polynomial and use it to

12
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Figure 3.1: Assigning coefficients to overcrossings. (left) When creating the matrix M for
a crossing, ck, with crossing number εk = +1, in the kth row we write 1 − τ in the ith
column (since 2 of the edges are labelled xi), τ in the jth column, −1 in the (j + 1)th
column and zeros elsewhere. (right) If the crossing number is εk = −1 then we have 1− τ
in the ith column, τ in the (j + 1)th column and −1 in the jth column. Note: if multiple
edges have the same index then input the sum of the coefficients.

quantify topological complexity, previously |∆(−1)| was often used for such purposes as
it can successfully distinguish between many of the standard knots tabulated by Tait and
so we will define χ = |∆(−1)| and compare this measure with the order of the Alexander
polynomial, ν. We will use subscripts to denote a single individual loop for example νj
and will drop subscripts for the total over the whole tangle.

3.1 Examples

In the Appendices, three examples are considered. Firstly we compute the Alexander poly-
nomial of the basic 31 knot more commonly known as the trefoil, which has an Alexander
polynomial of 4(τ) = 1 − τ + τ 2, next we distort the trefoil in Example 2 by means of
the first Reidemeister move, twisting two of the side segments. As expected its Alexander
polynomial is equal to that of Example 1. Finally we consider the 41 knot (often called the
figure-eight knot) which has an Alexander polynomial of 4(τ) = 1− 3τ + τ 2. The results
of these three examples are consistent with their true Alexander polynomials, which can
be found in [11].

Since the Alexander polynomial is a knot invariant, any distortion of the trefoil by
means of Reidemeister moves will also have the same polynomial of 1 − τ + τ 2 as seen in
Example 2. Thus if we find the Alexander polynomial for a given knot and it happens to
be the same as that of the basic trefoil then it is possible that we may be able to transform
and simplify our knot into the trefoil. However this is not necessarily always true. The
Alexander polynomial is not unique, thus two knots having the same polynomial does not
necessarily imply that they are equivalent knots, only that they could be and this is a large
limitation of using the Alexander polynomial to attempt to identify knots.

Some examples of standard knots and their Alexander polynomials can be found in
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Table 3.1, as well as some examples from our numerical simulations which will be further
explained in Chapter 4. The first knot is the trivial unknot which has Alexander polynomial
∆j(τ) = 1 so has order νj = 0 and χj = 1, then we have three of the knots tabulated by
Tait; the 31 (trefoil) knot, 51 (Solomon’s seal) knot and the 62 knot named the Miller
Institute Knot. Just from looking at the images we can see an increase in complexity,
as seen in the increasing magnitudes of χj and νj. The right hand column of Table 3.1
contains six vortex loops taken from our numerical simulations of superfluid vortices. The
first vortex loop has χj = 1 and νj = 0 just like an unknot, and this loop can in fact be
deformed into the trivial unknot at the top of the left hand column. If we had calculated
χj = |∆j(−1)| for the next vortex loop we would find χj = 0 and may infer that this
is also an unknot, however its Alexander polynomial is of order νj = 8 and so it is not
an unknot. The remaining four vortex loops in particular highlight how νj seems to be a
better measure of topological complexity than χj = |∆j(−1)|. Visually we can perceive
an increase in complexity as we look at the loops going downwards, which is reinforced
by νj. However χj fluctuates largely and so may not be as good a method of quantifying
topological complexity.

In Figure 3.2 we attempt to increase topological complexity by combining a mixture
of standard and numerically simulated loops. When the Alexander polynomial is then
computed it is the product of the Alexander polynomials for each of the loops before
attaching. So for example, the first case involves combining two trefoils, each with Alexan-
der polynomial ∆(τ) = 1− τ + τ 2, for the newly formed loop the Alexander polynomial is
∆(τ) = (1− τ + τ 2)2, the same holds for combining three trefoils and so on. However this
result is not unique only to the trefoil; Figure 3.2(c) combines the 41 knot with the 52 knot
resulting in an Alexander polynomial which is the product of their original polynomials
and Figure 3.2(d) takes a numerically simulated vortex loop with an Alexander polyno-
mial of order νj = 6 and attaches it to a mirror image of itself, resulting in an Alexander
polynomial of order 12 which is the product of the two polynomials before combining.

3.2 Testing

In Algorithm 1, we are required to project a loop into a 2D plane in order to find cross-
ings, since the Alexander polynomial is a topological invariant the resulting polynomial
calculated should be independent of the projection chosen, even though the number of
crossings will vary with the projection. In order to test our numerical calculation of the
Alexander polynomial we can project the vortex loop into different planes. After projecting
into the xy-plane, yz-plane and zx-plane as seen in Figure 3.3, the algorithm programmed
computes the same Alexander polynomial of order 202 as expected.



3.2. TESTING 15

(a)

(c)

(b)

(d)

Figure 3.2: Combining both standard and numerically simulated loops we see that the
Alexander polynomial of the resulting loop is the product of the Alexander polynomials
for each component. For example, (a): Combining two trefoils with Alexander polynomial
∆(τ) = 1−τ+τ 2 gives a loop of polynomial ∆(τ) = (1−τ+τ 2)2. (b): The same applies to
three trefoils giving an Alexander polynomial of order νj = 6 and χj = |∆j(−1)| = 9. (c)
This holds for knots other than trefoils too, here we combine a 41 (figure-eight) knot with a
51 (Solomon’s Seal) knot, each with Alexander polynomials of orders 2 and 4 respectively
and both with χj = 5. The result is a knot whose Alexander polynomial is the product of
the polynomials of the 41 knot and 51 knot which is of order νj = 6 and has χj = 25. (d):
Here we combine a numerically simulated knot with a mirror image of itself. The knot has
an Alexander polynomial of order νj = 6 with χj = 11 and after combining, the Alexander
polynomial is of order νj = 12 with χj = 121.
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(a)

(c)

(b)

(d)

Figure 3.3: (a): A knotted filamentary structure which we compute as having a lengthy
Alexander polynomial of order νj = 202 with χj = 215197 when projected into the following
three different planes, (b): the xy-plane, (c): the yz-plane, and (d): the xz-plane.
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Knot χj νj Knot χj νj
1 0 1 0

3 2 1 8

5 4 15 46

11 4 9747 82

17 4 381 108

15 4 15871481 232

Table 3.1: A table of a selection of standard and numerically simulated knots with their
Alexander polynomials evaluated at τ = −1, χj and their orders, νj. The left hand column
contains six standard knots; the unknot, 31 (trefoil) knot, 51 (Solomon’s Seal) knot, 62

(Miller Institute) knot, 75 knot and 821 knot. In general both ν and χ = |∆(−1)| increase,
with the order increasing at a slower rate. The first knot in the right hand column has
an Alexander polynomial of order νj = 0 so may be an unknot and in fact can easily be
manipulated by hand into the unknot. However the second knot on the right which was
numerically simulated also has χj = 1, so one may think that this is an unknot, yet the
order of its Alexander polynomial tells us that it is not. χ = |∆(−1)| is able to distinguish
between many of the standard knots tabulated by Tait, however we may require something
else for the more topologically complex knots found in our simulations; the order of the
Alexander polynomial. The lower four numerically simulated knots highlight the fact
that the order of the Alexander polynomial, ν seems to be a more practical and accurate
measure of topological complexity, as by eye we can perceive an increase in complexity
going downwards coinciding with νj but not necessarily χj.



Chapter 4

Knotting in Superfluids

As previously mentioned, tangled filamentary structures can be found in superfluid vortices
which have a physical interpretation in the form of quantum superfluids (such as 4He and
3He) and atomic Bose-Einstein condensates. Vortices lose energy by undergoing reconnec-
tion events where two vortices approach each other then reconnect changing the topology
of the flow. The methods used for simulating superfluid vortices will be outlined below,
however they are also available in [15].

4.1 Properties of Quantum Vorticity in Superfluids

Two important properties of superfluids are that they have zero viscosity and quantised
circulation. The former property makes them similar to Euler fluids and the latter property
stems from the existence of a complex macroscopic wavefunction Ψ(x, t) =

√
n(x, t)eiφ(x,t)

where x is position, t is time and n(x, t) is the number density in accordance with the
Madelung approximation [16]. The superfluid velocity is then proportional to the gradient
of the phase, that is:

v(x, t) =
~
m
∇φ (4.1)

wherem is the mass of the relevant boson and ~ is the reduced Planck’s constant ~ = h/(2π)
with h = 6.63 × 10−34Js. As Ψ is single-valued the circulation of the velocity field of the
superfluid around C, which is a closed path, can either be zero or a multiple of the quantum
circulation κ = h/m: ∮

C

v · dr = nκ (4.2)

for n = 0,±1,±2, .... The path C encloses a vortex line when Ψ 6= 0, in this project we
will only be concerned with the case where n = ±1. The axis of the vortex line has a thin
core region of radius a0 ≈ 10−10m in 4He where the number density n(x, t) becomes zero
making vortex lines holes with quantised superfluid circulation surrounding them.

18
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4.2 Numerical Simulation of Superfluid Vortices

Previous numerical simulations of the Gross-Pitaevskii equation which governs Ψ have
shown that vortex reconnections occur when vortices come within a few core lengths of
each other [17], and in the process of reconnecting some of their kinetic energy is released
in the form of density waves [18]. Vortex reconnections are of great importance in the
dynamics of a turbulent superfluid.

Typically the average separation between vortices is many orders of magnitude larger
than the radius of the vortex core a0 thus we can model superfluid vortices as closed curves
in space s(ξ, t) where ξ is the arc-length and the curves are infinitesimally thin. Below 1K
liquid helium acts as a pure superfluid whose vortices move according to [19]:

ds

dt
= vself (s) (4.3)

where vself is self-induced velocity given by the Biot-Savart integral:

vself (s) = − κ

4π

∮
L

(s− r)× dr

|s− r|3
(4.4)

over a vortex configuration L. The superfluid vortex lines are simulated numerically using a
Lagrangian discretisation of the lines [20] which have a variable number of discrete points as
more points are required in areas of higher curvature. The Biot-Savart integral in Equation
(4.4) is de-singularised as in [20] and a procedure for vortex reconnections is implemented
algebraically [21].

However, we are concerned with temperatures above 1K in which thermal excitations
form a normal fluid which unlike the superfluid does have viscosity and has a velocity field
denoted vn. The superfluid part and the normal fluid part transfer energy by a mutual
friction force [22] which requires a modification to Equation (4.3) [20]:

ds

dt
= vself + αs′ × (vn − vself )− α′s′ × [s′ × (vn − vself )] (4.5)

where α and α′ are small coefficients dependent on the temperature due to interactions
between the vortex lines and the thermal excitations in the normal fluid.

4.3 Simulating Turbulence

We wish to numerically simulate a patch of superfluid turbulence where we reach a sta-
tistically steady state independently of the arbitrary initial condition and are away from
solid or periodic boundaries so that the superfluid vortex lines generated are closed. Tur-
bulence away from boundaries has been achieved experimentally using ultrasound waves
to create vortices [23]. Here the vortex lines decay as they leave the central region due
to friction with the normal fluid which is stationary away from the centre region as seen
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Figure 4.1: The magnitude of the driving normal fluid velocity vn in cms−1 taken at an
arbitrary time with −2.5 ≤ x ≤ 2.5, −2.5 ≤ y ≤ 2.5, z = 0.

in Figure 4.1. To model this we impose a normal fluid velocity field consisting of the
Arnold-Beltrami-Childress flow (ABC flow) multiplied by an exponential decay.

The ABC flow is an exact solution of the Euler equation defined by velocity components:

vA(x, y, z, t) =

Bcos(ky − ωt) + Csin(kz − ωt)
Ccos(kz − ωt) + Asin(kx− ωt)
Acos(kx− ωt) +Bsin(ky − ωt)

 (4.6)

where A, B and C are constants, k is 8π divided by the size of the region which is d = 1.5cm
and ω is the normal fluid frequency which we set to 1. The normal fluid velocity, vn is
then determined by applying an exponential decay to the velocity of the ABC flow:

vn(x, y, z, t) = vA(x, y, z, t)e−
√
x2+y2+z2/d (4.7)

Previously we had chosen our velocity field to consist of random waves in the centre
of the region which decay exponentially outwards [15], however on this occasion the ABC
flow was chosen due to the fact that we can easily vary the driving parameters in order
to compare the topological complexity to physical properties such as the energy and drive
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Figure 4.2: The probability density function of the lengths of the initial vortex loops Λj in
cm over all drives.

velocity of the flow as well as the geometry of the turbulence. It is also advantageous that
the ABC flow has vorticity parallel to the velocity as we thus only need to drive the fluid
more intensely to increase the vorticity. All simulations are performed at a temperature of
1.9K which is typical of experiments and corresponds to α = 0.206 and α′ = 8.43 × 10−3

and we use an initial condition of 40 randomly oriented loops with sizes varying according
to a normal distribution with an average number of 200 points, located at the centre of the
region. The probability density function of the initial loop lengths can be seen in Figure
4.2. We set A = B = C and compare how varying the drive parameter affects the energy,
length and topological complexity and if there is any relationship between these measures.

We observe that the initial vortex configuration expands in length due to instability
with the tightly packed vortices reconnecting and releasing Kelvin waves. The overall
topology of the system is continuously altered by the regular reconnections and the tangle
quickly reaches a statistically steady turbulent state. An example of the tangle evolution
is seen in Figure 4.3 with a drive of A = 1. In Figure 4.4 we see that the total length, Λ
of the vortices in a tangle at each time step initially increases before fluctuating around
an average value as we reach a statistically steady state and Figure 4.5 shows that the
majority of vortices remain small at each time step and for all drives. We do however find
at least some much larger vortex loops. Increasing the drive parameters in the ABC flow
results in longer turbulent vortex tangles.

The energy is calculated by [19]:

E = ρ

∫
V

v · r× ωdV (4.8)

where V is the volume and ρ is the density which we set to unity as the fluids simulated
are incompressible. Assuming that v → 0 at infinity and using the fact that the vorticity
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(a)

(c)

(e)

(b)

(d)

(f)

Figure 4.3: The typical time evolution of the vortex tangle with a drive of A = 1. The
vortex lines are the red curves, equally scaled and enclosed in a box with shadows for
visualisation purposes only. The figure shows the vortex tangle at (a): The initial condition,
t = 0.00s in the region −0.50 ≤ x ≤ 0.40, −0.45 ≤ y ≤ 0.45, −0.45 ≤ z ≤ 0.45. (b):
t = 0.20s in the region −3.10 ≤ x ≤ 2.75, −3.10 ≤ y ≤ 2.75, −3.1 ≤ z ≤ 2.75. (c):
t = 1.96s in the region −3.10 ≤ x ≤ 2.75, −3.10 ≤ y ≤ 2.75, −3.10 ≤ z ≤ 2.75. (d):
t = 6.00s in the region −3.50 ≤ x ≤ 3.60, −3.70 ≤ y ≤ 3.40, −3.60 ≤ z ≤ 3.60. (e):
t = 13.92s in the region −3.20 ≤ x ≤ 2.60, −3.00 ≤ y ≤ 3.20, −3.20 ≤ z ≤ 2.60. (f):
t = 26.08s in the region −3.20 ≤ x ≤ 3.00, −2.90 ≤ y ≤ 3.20, −3.00 ≤ z ≤ 3.20.
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Figure 4.4: Tangle length, Λ in cm vs time, t in s. The tangle length rapidly increases
at early times before fluctuating around an average value for all drives with an increased
drive resulting in a larger tangle length.

Figure 4.5: The probability density function of the length of individual vortex loops, Λj in
cm over all drives. We see a decay in the frequency of vortices with length indicating that
at each time step and for each drive we see many small vortex loops and very few large
loops.
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Figure 4.6: Kinetic energy, E of the vortex configuration in arbitrary units vs time, t in s.
The energy quickly decays before settling down and fluctuating around an average value
which is higher for higher drives.

is concentrated to the filaments themselves we have:

E = κ

∮
T

v · r× s′dξ (4.9)

where the integral is over the whole vortex tangle T with tangent vector s′ and arc-length
ξ. In Figure 4.6 we observe that energy instantly decreases before fluctuating around an
average value with higher drives resulting in higher energies.

4.4 Topological Complexity

In previous research, evaluating the Alexander polynomial of a given loop at τ = −1
is used to quantify topological complexity such as in [24]. This is due to the fact that
|∆(−1)| can distinguish and classify many of the standard knots with low topological
complexity. However, many of the superfluid vortices we numerically simulate are much
more complex and so we will use the order of the Alexander polynomial, ν in an attempt to
better quantify topological complexity, comparing with |∆(−1)| throughout. We therefore
define topological complexity of a vortex loop in two different ways, using the order of the
Alexander polynomial for a loop j, νj and χj = |∆(−1)|. So for example, a loop with
polynomial

∆j(τ) = a0 + a1τ + ...+ aνjτ
νj (4.10)

is of order νj and has

χj = |∆j(−1)| = |a0 + a1(−1) + ...+ aνj(−1)νj | (4.11)
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We will then compare both the order of the Alexander polynomial and χj = |∆j(−1)| with
geometrical properties such as length and writhe as well as the dynamics of the superfluid.

Figure 4.7 shows a selection of simulated vortices with a range of topological complexi-
ties as indicated by the order of their Alexander polynomials and χj = |∆j(−1)|. In (a) we
see a vortex with an Alexander polynomial of order νj = 0, which is the same polynomial
as that of the trivial unknot and can in fact be easily transformed into a basic unknot. We
see in Figure 4.8 that the majority of vortex loops have Alexander polynomials of order
0 ≤ νj ≤ 10 such as those displayed in Figure 4.7 (a)-(c) where we also see a deformed tre-
foil and Solomon’s Seal, however there always exist vortices of high topological complexity
such as those in (d)-(f). These always have a lengthy and complicated Alexander polyno-
mial of high order with an extremely large value of χj. The knots of highest complexity at
each time reach orders as high as νj ∼ 300.

When comparing the order of the Alexander polynomial, νj against the drive, we see in
Figure 4.10 that in general a higher drive does result in vortex loops of higher topological
complexity and that they occur more frequently. As is the case for χj in Figure 4.11. Often
a vortex tangle for a lower drive contains only one vortex of high topological complexity
with the remaining vortices being far less topologically complex. However for higher drives
we occasionally see for example two or more vortices which reach Alexander polynomials
of ν ≥ 100 with large values of χj. However both νj and χj largely fluctuate so no
strong relationship can be determined. Little relationship was found between topological
complexity and energy.

When we compare the topological complexity with the geometry of the system we see
in Figures 4.12 and 4.13 that both the order of the Alexander polynomial, νj and the value
of the polynomial when evaluated at τ = −1 increase with vortex length. In the case of
νj the order of the Alexander polynomial seems to increase exponentially just as in [15],
however there is some scatter for higher lengths and complexities. Additionally, when the
logarithm of the order was taken and plotted against length the data were far from linear
in contrast to [15]. The logarithm of χj = |∆j(−1)| when plotted against the vortex length
Λj is closer to linear suggesting a vague linear relationship between the two, however the
data do largely vary. Figure 4.14 shows similar probability density function for the writhe
to that found with the order of the Alexander polynomial, νj and χj. In Figure 4.15 we
see a striking result in that the order of the Alexander polynomial, νj certainly seems to
increase linearly with the writhe, successfully relating the topological complexity with the
geometry of our vortex filaments. No such relationship seems to exist for χj however in
Figure 4.16.
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(a)

(c)

(e)

(b)

(d)

(f)

Figure 4.7: Examples of vortex loops with given Alexander polynomial, boxed with shadows
in the xy-plane for visual purposes. (a): An unknot with Alexander polynomial of order
νj = 0 and χj = 1. (b): This vortex loop has an Alexander polynomial of ∆(τ) = 1−τ+τ 2,
νj = 2 and χj = 3 and can easily be manipulated into a trefoil, which can almost be seen in
the xy-projection. (c): A numerically simulated vortex loop with ∆(τ) = 1−τ+τ 2−τ 3+τ 4

which is of order 4 with χj = 5, this is in fact a Solomon’s Seal. (d): A slightly more
complex loop with an Alexander polynomial of order νj = 28 and χj = 57. (e): This
vortex has an Alexander polynomial of order νj = 54 with χj = 63. (f): One of the
most topologically complex vortices found in our simulations with a polynomial of order
νj = 450 and χj ≈ 9.6× 1010.
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Figure 4.8: The probability density function of the order of the Alexander polynomial, νj
for individual vortex loops over all drives. For all drives, and at all time steps we see that
there are many vortex loops of low topological complexity (such as unknots or trefoils) with
low ordered Alexander polynomials, but that there always exist highly complex vortices
with large Alexander polynomials.

Figure 4.9: The probability density function of χj = |∆j(−1)| over all drives. As with the
order of the Alexander polynomial, we see that there are always many vortex loops with
lower values of χj and at least one vortex of high topological complexity with large values
of χj.
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Figure 4.10: The time evolution of the highest and second highest ordered Alexander
polynomials, ν1 (circles) and ν2 (triangles) respectively for a higher drive of A = 1.1 (red)
and lower drive of A = 1.0 (blue). In general, we see that higher drives tend to results in
vortices with a higher ordered Alexander polynomial. However νj does greatly fluctuate
so we cannot make any strong conclusions.

Figure 4.11: The time evolution of the logarithm of the highest and second highest values
of χj = |∆j(−1)|, χ1 (circles) and χ2 (triangles) respectively, for a higher drive of A = 1.1
(red) and lower drive of A = 1.0 (blue). For the higher drive we see that χ1 is almost
always higher than for the lower drive but that for χ2 this is not always the case.
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Figure 4.12: The order of the Alexander polynomial, νj for each vortex against vortex
length, Λj in cm. We see that νj increases with length and there may be some sort of
exponential relationship.

Figure 4.13: The logarithm of χj = |∆j(−1)| versus the vortex length, Λj measured in cm.
χj increases almost linearly with Λj however there is a fairly large amount of scatter.
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Figure 4.14: The probability density function of the writhe of individual vortex loops, Wrj
over all drives. We see many vortices of low writhe and very few with much larger writhes
and geometrical complexity.

Figure 4.15: Comparing the order of the Alexander polynomial, νj with the writhe, Wrj.
Clearly there appears to be a linear relationship between the order of the Alexander poly-
nomial and the writhe of a vortex loop.
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Figure 4.16: The logarithm of the Alexander polynomial evaluated at τ = −1, χj versus
the writhe, Wrj of each vortex loop. In general, the logarithm of χj increases with Wrj
however the rate of increase appears to be slowing.
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Conclusions

In this report we numerically simulate a patch of superfluid turbulence which reaches
a statistically steady state away from solid or periodic boundaries. We then quantify
the topological complexity of superfluid vortices through the knot invariant known as the
Alexander polynomial and compare the complexity with the geometry and dynamics of the
turbulent patch of superfluid. Little research has previously been performed in the absence
of solid or periodic boundaries so we will mostly compare results with our previous paper
where we drive the normal fluid using random waves placed at the centre of the domain
which decay exponentially outwards [15].

In Chapter 3 we outline one algorithm which computes a knot invariant known as
the Alexander polynomial. We then show examples of how the order of the Alexander
polynomial successfully quantifies topological complexity along with its evaluation at τ =
−1. The combining of two knots or vortex loops generally results in a more complex
Alexander polynomial of higher order thus demonstrating the adequacy of the order of the
Alexander polynomial, νj as a measure of topological complexity. Previously χj = |∆j(−1)|
was often used to quantify topological complexity and we provide evidence that this is
suitable for vortex loops of low complexity but that the order of the Alexander polynomial
is arguably better for the more complex configurations of vortex filaments found in our
numerical simulations.

We find that at each time step and for each drive velocity our vortex tangles consist
mostly of vortices with low topological complexity but that there always exist some vortices
of extremely high topological complexity with large Alexander polynomials. This is in
agreement with the results found for a different normal fluid drive velocity consisting of
random waves with an initial condition consisting of equally sized vortex rings in [15]. We
however, find a much lower number of vortices at each time than when using random waves
and we also discover vortex loops of much higher complexity as indicated by the order of
their Alexander polynomials and the evaluation of the polynomials at τ = −1 which was
not included for the random waves case.

We also compare the topological complexity of the superfluid vortices with geometrical
properties such as the length and writhe, as well as the dynamics through the varying drive
parameters of the ABC flow.

32
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Unfortunately, although we find a general relationship between topological complexity
and the drive of the normal fluid, we still do not know exactly how complexity scales with
the drive parameters. Exploring a wider range of drives for the normal fluid ABC flow may
help us to better determine a relationship, alternatively we could try other normal fluid
flows and consider other measures which define topological complexity.

Comparing the length of a vortex loop with both the order of its Alexander polynomial,
νj and the value when the Alexander polynomial is evaluated at τ = −1, χj we see that
the topological complexity increases as the vortex length increases. This is unsurprising
as our longest vortices tend to be those which are very dense and look more complicated
by eye. The order of the Alexander polynomial seems to increase roughly exponentially
with length which is not overly dissimilar to DNA molecules when modelled as random
polygons, where the probability of a polygon being an unknot (thus having low topological
complexity) decreases exponentially with length [24]. [25] also found that the probability
of a polymer configuration being knotted increased with length. However, unlike in [15],
when the logarithm of νj was plotted against length there was little evidence of linearity
suggesting that this may not entirely be the case. In contrast a strong linear correlation
was found between the writhe of a vortex loop and the order of its Alexander polynomial
which directly relates topological complexity with the geometry of the superfluid vortices.

In further work it would be interesting to consider other natural systems which contain
filamentary structures, for example magnetic fields and other continuous cases in contrast
to our discretised superfluid vortices. This however presents a new problem; to compute the
Alexander polynomial and other topological properties of knots we require our filamentary
structures to be closed. We must find a method of closing any filamentary structures
which terminate at a boundary, such as those shown in Figure 5.1, in order to compute
their topological complexity. We briefly attempted to take a turbulent field of a classical
fluid in a periodic box and form closed vortex lines but struggled and abandoned the idea,
however if such a method could be discovered it would enable us to compare the topological
complexity between superfluids and classical fluids, as well as other continuous systems.

Repetition of the current research with differing initial conditions would also be bene-
ficial to confirm that the vortices of high topological complexity do not occur because of
the compactness and close proximity of the initial randomly oriented vortex rings.

Finally, other knot invariants do exist such as the HOMFLY polynomial which actu-
ally generalises the Alexander polynomial and another topological invariant known as the
Jones polynomial. The HOMFLY is a polynomial of two variables where evaluating the
HOMFLY at particular values directly produces the Alexander polynomial. An algorithm
for computing the HOMFLY polynomial is outlined in [26] and before deciding on the
Alexander polynomial we were able to successfully compute the polynomials for a selection
of standard knots such as the unknot and trefoil by hand, however the algorithm involved
changing the orientation of crossings and splitting knots as far as multiple unknots which
would both be difficult to code and have high computational complexity.
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Figure 5.1: A tangle of superfluid vortices in a box [27]. Many of the vortex lines terminate
at a boundary, if we could develop a method of closing them we could then calculate the
Alexander polynomial and other properties of knots.



Appendices

Example 1. Consider the trefoil in Figure 1. Beginning at a point on the line x1, follow

Figure 1: The basic trefoil. We have assigned each curve xi, iterating i each time we pass
below in a crossing, followed by assigning each crossing, cj in order as we pass above in a
crossing.

the knot iterating the label after each under pass for x2 and x3, then beginning from the
same point each time there is an overcrossing label it c1, c2, c3.
Now consider each of the crossings in order, assign the relevant coefficients, (1, τ,−τ,−1)
(Figure 2). After assigning the coefficients we can now form the matrix, M .

Figure 2: Assigning coefficients (in brackets) to each of the crossings in Example 1.

M =

1− τ −1 τ
τ 1− τ −1
−1 τ 1− τ
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We may now delete any 1 row and any 1 column to form M ′, say we delete row 3 and
column 2. Then we have:

M ′ =

(
1− τ τ
τ −1

)
Taking the determinant of M ′:

det(M ′) = −1 + τ − τ 2

Since the lowest order power of τ is not a positive constant, we will normalise by dividing
through by −1:

4(τ) = 1− τ + τ 2

And this is the Alexander polynomial of the basic trefoil, consistent with the coefficients
quoted in [11].

Example 2. Consider the knot in Figure 3 which is in fact a trefoil, only we have twisted
two of the sides using the 1st Reidemeister Move.

Figure 3: A new knot which is a variation of the trefoil seen in Example 1. Again we pass
along the knot labelling each curve xi, which becomes xi+1 each time we pass below in a
crossing, followed by labelling each crossing cj as we pass above in a crossing.

Following the same method as before, we start at any point and follow the knot changing
the label of the line each time we pass below a crossing. Then we again follow the knot
labelling each crossing as we pass over it.
We now consider each crossing in turn and assign the coefficients (1, τ,−τ,−1) moving
clockwise from the exit of the overpass such as in Figure 4, before collecting the coefficients
in the matrix, A.

M =


1 0 0 0 −1
0 1− τ 0 τ −1
0 1 −1 0 0
τ −1 0 1− τ 0
0 0 τ −1 1− τ
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We may now delete a single row and column from M , say row 1 and column 4 giving:

M ′ =


0 1− τ 0 −1
0 1 −1 0
τ −1 0 0
0 0 τ 1− τ


Now take the determinant of this matrix:

det(M ′) = −τ 3 + τ 2 − τ

And to produce the Alexander polynomial we normalise through dividing by −τ .

4(τ) = 1− τ + τ 2

Clearly this is the same Alexander polynomial as we found previously in Example 1

Figure 4: The assigning of coefficients (in brackets) to the trefoil variation in Example 2

Example 3. We wish to find the Alexander polynomial of the figure-eight knot in Figure
5, we begin by following the knot labelling the curves xi, increasing i each time we pass
below a crossing. We then label the crossings cj in the order of which we pass above them.

At each crossing in order we assign the coefficients (1, τ,−τ−1) clockwise from the exit
of the overpass (see Figure 6).

And in each row of the matrix, M , we input the relevant coefficients giving:

M =


1− τ −1 τ 0

0 1− τ τ −1
τ 0 1− τ −1
τ −1 0 1− τ
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Figure 5: The figure-eight knot with curves labelled xi, and crossings cj.

We must now decide which row and column to delete, since the choice is arbitrary delete
the final row and column which is what the code will be told to do, giving A′:

M ′ =

1− τ −1 τ
0 1− τ τ
τ 0 1− τ


Now take the determinant of M ′.

det(M ′) = 1− 3τ + τ 2

This is already normalised so the Alexander polynomial of the figure-eight knot is

4(τ) = 1− 3τ + τ 2

which is the same as recorded in [11].
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Figure 6: Assigning the coefficients in brackets to each element of the matrix M .
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